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Overview 

•  This talk is about some of our work on materials science modeling and simulation at the atomic scale 

•  We’ll present cases in which we develop new models, computational algorithms, or tools; in some other 
cases, we use existing tools on supercomputers to advance our knowledge on materials sciences 

•  A diversity of agencies pay for the work presented here, in particular: NEAMS, CASL (DOE’s NE),  EFRC 
(DOE’s BES),  LDRD (LANL’s)  

•  How it supports the mission and programs 

•  This research aligns with the Materials for the Future Pillar of the Labs Materials Strategy (Defects and 
interfaces, Extreme environments, Emergent phenomena) 

•  The work presented here involves many people form different Organizations within LANL 
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http://science.energy.gov/bes/news-and-resources/reports/ 

How science directions are chosen: 

Computational materials science, particularly at the mesoscale, is a focus 
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http://science.energy.gov/bes/efrc/ 
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106 mega M  
109 giga G  
1012 tera T  
1015 peta P  
1018 exa E  

Government and industry are looking into exascale computer power  

The # 1 today has 
3 million cores and 
consumes 17 MW, 
to deliver ~ 50 PF 
 
With this 
technology, 1 EF 
computer would 
need 60 million 
cores and 340 MW 
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http://www.exmatex.org/ 

Extreme Materials at Extreme Scale 
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Subjects chosen to become the equivalent to LINPACK benchmarks  for the 
exascale era  

Note that VP-
FFT is a 
development of 
an Argentinian 
colleague 
working at 
LANL  
(R. Lebensohn) 
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Example of exascale challenges: Sublattice parallel replica dynamics 
 
Enrique Martínez,  Blas P. Uberuaga, and Arthur F. Voter (in press) 

•  Exascale computing presents a challenge for the scientific community as new algorithms must be developed to take full 
advantage of the new computing paradigm 

•  Molecular dynamics and parallel replica dynamics fail to use the whole machine speedup, leaving a region in time and sample 
size that is unattainable with current algorithms 

•  Molecular dynamics (MD) algorithms are extremely efficient in parallelizing space,4 and therefore large atomic systems can be 
simulated for short times with unprecedented accuracy 

•  However, these traditional algorithms are not suitable for studying long-time phenomena, such as vacancy diffusion, as they 
become communication bound and the characteristic time for the process becomes extremely hard to attain 

•  Parallel replica dynamics (PRD) exploits the fact that for many physical processes the system trajectory executes transitions from 
state  to state  on time scales orders of magnitude larger than the atomic vibrations; i.e., the dynamics of the system are 
dominated by infrequent events. 
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Spatial domain decomposition. To 
avoid boundary conflicts the domains 
are further divided into subdomains. 
Simulation cycles among the colors, 
performing parallel replica dynamics in 
each of the subdomain independently 

Exascale triangle, assuming 107 processors, 
for the three different methods, MD (blue), 
ParPRD (green) and SLPRD (beige) for 
event rates of k = 105 (s.atom)-1 

A new strategy for domain decomposition alows to fill part of the gap in the 
exascale triangle 
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Back	  to	  the	  atomic	  scale:	  The	  modelers’	  playground	  

Figure from S. Phillpot and Su. Sinnott. Science 09/2009 

Many important applications of 
materials involve interfaces and 
mixtures between disparate 
bonding environments 
  

Improving the ability to model 
such interfaces promises new 
capabilities in computationally 

prototyping new materials 
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The ‘electron barrier’ The ‘thermal barrier’ 

The ‘size/time barrier’ 

Our work on computational materials science at the 
atomic scale focuses on several challenges 
  

11	  
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T. Lee et al., JPCM 24,225404 (2012) 

T. Lee & S. Valone 
MST-8 Materials Science and Technology 

Fe has bcc-to-fcc transition as a function of T 
and a bcc-to-hcp transition as a function of P 

à a triple point 

Classical potentials have so far been 
unable to capture both transitions 

simultaneously 
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The	  ‘thermal	  barrier:	  ’Fe polymorphism 
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EAM and CALPHAD Fe 
enthalpies and entropies 
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This behavior represents a major obstacle for empirical potentials for Fe, whose validity is therefore 
restricted to the FM phase, well below the Curie T 
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Finite-T properties are difficult to capture when e-e 
correlations are important 

Dots: experimental data 
Lines: empirical potentials 

From E. Martinez 2012 

Heat capacities of pure 
metals 
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The	  ‘thermal	  barrier’	  

Most of the nano-
engineered materials 

today are 
  

•  non-equilibrium 
•  multiphase 
•  multicomponent 
  

systems, where 
thermodynamics and 

kinetics play crucial roles 
in determining their 

microstructure 

Pt Pd 

Pt Rh 

Pt Ru 

 
 

ODS ferritic steels, Miller 2009  

Al-Zr-Sc nanostructured alloy, Clouet 2006 

Nanoalloys. Ferrando 2008 
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The free energy G is a thermodynamic potential that determines the thermodynamic 
properties of a material 

G =U + pV −TS

µi =
∂G
∂Ni

"

#
$$

%

&
''
T ,P ,N j≠i

The chemical potential can be derived from G as 

G is minimium at equilibrium 
 
It can thus be used to determine phase stabilities, phase diagram of a system, 
and the driving forces when out of equilibrium 

G 

T 

solid 

liquid 

Can we obtain G from atomistic simulations? 

The	  ‘thermal	  barrier’	  
Computational thermodynamics 
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Free energy G cannot be obtained as an ensemble average 
We use Mixed Hamiltonian with switching parameter λ 

Free energy FW of the harmonic oscillator system can be computed 
analytically 

Evaluate the ensemble with respect to the pure Hamiltonians U  
(full interaction) and W (harmonic oscillators) and compute 

λ 
1 

0 

Einstein Crystal 

Fully interacting system 

Computational thermodynamics 

We implemented this technique in Lammps (free distribution MD code) 
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Microstructural evolution of Fe80Cr20 at 535 K  

17	  

In presence of an edge dislocation dipole  In a single crystal 

Work on Phase Field modeling by M. Tonks and P. Millet (INL) 
as part of the NEAMS program 

LKMC      3D atom probe   
         Novy et al (2009) 

Work on LKMC modeling done at LANL  
by E. Martinez in collaboration with CEA 

Saclay (Fr)  
as part of the EFRC program 
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The size / time barrier 
Atomistic Kinetic Monte Carlo 
Louis Vernon, Enrique Martinez, Blas Uberuaga, Art Voter, and Alfredo Caro 
T and MST Divisions 

Objective: 
 
Many systems of interest share a common feature: their long-time dynamics consists of 
infrequent jumps between different states (i.e., activated processes). 
 
Accelerated Molecular Dynamics methods (A. Voter’s presentation) and kinetic Monte 
Carlo (KMC) algorithms can be used to extend the simulated time.  
 
In this presentation we focus in the KMC algorithm 
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Classical MD can only reach nanoseconds to 
microseconds due to the stiffness of the 
equations of motion (time step is limited to fs) 
 
Processes of interest often take much longer: 
 
§  Vapor-deposited film growth (s) 

§  STM/AFM surface manipulation, 
nanoindentation (ms – s) 

§  Bulk and surface diffusion processes 

§  Radiation damage annealing (ns to years) 

§  Protein folding (µs - s) 

§  Precipitation 

The MD timescale problem 

α	


β	

γ	
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Our Kinetic Monte Carlo Approaches 
q  Self-learning KMC 

§  Dynamically explores the potential energy surface to discover all processes. 

§  Calculate the rates accurately. 

§  Is accurate and computationally demanding. 

q Event-driven KMC 
§  Uses the local microstructure to guess possible processes 

§  The accuracy in the rate calculation can be chosen 

§  Computationally less demanding. 

Transition searches on a 
distorted eggbox potential. 

 

Defects diffuse to and within a 
complex grain boundary - evolved 

using SL-KMC. 
 

Cluster of vacancies in a (100) 
twist boundary in Cu, showing the 
preference for vacancies to go to 

constrictions 

Clustering of 
vacancies at a (110) 
twist boundary in Fe, 

composed of a 
network of screw 

dislocations  
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Self-Learning kinetic Monte Carlo 

Transi2on	  searches	  are	  pricey	  
•  Computa2onally	  more	  demanding	  than	  predefined	  processes.	  

–  Op2misa2on	  is	  essen2al.	  
•  Efficient	  transi2on	  searches.	  

–  Defect	  localisa2on.	  
•  Informa2on	  recycling.	  
•  Parallelised	  workload.	  

Transition searches are localised to 
regions containing defects. 

 

Transition searches and 
minimisations are distributed across 

many processors using MPI. 
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•  Localising	  defects:	  
o  Reduced	  search	  dimensionality.	  
o  Defect	  classifica;on.	  

§  Defect	  recogni2on.	  

Transi2ons	  can	  be	  mapped	  onto	  equivalent	  defects	  

Atoms local to a vacancy 
(highlighted) are extracted. 

 

A connectivity graph/hash 
representation is determined. 

 

The vacancy rapidly diffuses with 
no new transition searches. 

Localisation allows categorisation 

22	  
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Event-Driven Kinetic Monte Carlo 
Off-lattice Relaxations 

●  vacancies 
●  non-bcc atoms Φ=1.16 10-2 

dpa/s	
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t = ~10-2 s, beyond MD capabilities 

Physical Review B 85 (2012) 060101 
Physical Review B 86 (2012) 214109 
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Radiation effects on nanoscale metallic foams 

Objective:  
•  Explore the physics of surface-driven bulk physical behavior, such 

radiation tolerance 
 

Opportunity:	  	  
•  Nanoporous	  materials	  could	  become	  a	  

new	  class	  of	  extremely	  radia2on	  tolerant	  
materials	  	  

–  Nanoporous	  materials	  offer	  a	  large	  
amount	  of	  free	  surfaces	  

–  Free	  surfaces	  act	  as	  sinks	  providing	  
opportuni2es	  for	  irradia2on	  induced	  
defects	  to	  annihilate	  through	  diffusion	  

	  

Plan view TEM 

Cover of Nano Letters July 2012 

A Caro,  M Caro, Y. Wang, E. Fu, E. Martinez, D. Schwen, K. Baldwin, MST 
w/collaborations @ LLNL, VT  
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Making foams in the computer 

Two methods have been reported: 
 

• Spinodal decomposition (an AB solution with a miscibility gap 

• Gas condensation (solidification of a low density gas 

Experimental sample Computer sample 
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HRTEM shows SFTs are formed in irradiated 
np-Au 

•  SFTs are observed in np-Au foams irradiated at RT at intermediate and 
high flux  values; i.e. flux > 6×1010 ions/cm2/s 

•  No SFTs observed at low dose-rates and/or LNT irradiations 

Box 1: ~ 5 nm large SFT along (110) projection at the highest flux of 3×1012 /cm2/s 
26	  
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Are nanofoams radiation resistant? 

 

Material synthesis at CINT, irradiations at IBL 
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Major results:  
•  A window of radiation resistance 

•  Radiation produces little damage in nanoscale 
foams, due to the large surface to volume ratio 

•    
•  Main damage mechanisms is the creation of 

stacking fault tetrahedra, which induce a 
softening of the foam 

•  Strong a-symmetry in the mechanical response in 
tension and compression 
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Summary and Future Directions 
Our computational materials science work is based on both, 
  
•  The use of well established techniques such as: 

–  Ab initio electronic structure calculations to predict energetics of materials 
–  Classical molecular dynamics 
–  Computational thermodynamics 

•  Our research portfolio on multiscale computational modeling is characterized by a 
significant effort on the development of new models, algorithms and tools at almost 
every scale in the multiscale paradigm, aiming at trespassing the current limitations 
on fidelity and accuracy 

•  The development of new models, algorithms, and tools to address problems such as: 
–  The ‘electron barrier’ 
–  The ‘thermal barrier’ 
–  The ‘size / time barrier’  
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